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Abstract

In this thesis we propose 3 frameworks for remote sensing image captioning.

These frameworks are based on encoder-decoder architecture, where a convolu-

tional neural network (CNN) is used as an image encoder, and a long short-term

memory (LSTM) is used as a decoder. We also introduce an additional pre-

trained summarization network to our captioning framework in order to alleviate

some of the limitations of the datasets that we used. The summarization net-

work helps capture some additional information for language generation and also

prevents overfitting and generalizes the model.

In the first proposed method, we combine the outputs of the captioning and

the summarization model. In the second approach, we try to minimize the dis-

tance between summarization and captioning outputs using KL divergence. In

the third method along with KL divergence we also use a soft attention mecha-

nism to give more importance to parts of the image which are more relevant to

the language encoding.

We use automatic and manual evaluations in order to demonstrate the quality

of our models. This allows generating captions for the remote sensing images

which will be helpful for search and retrieval in big data archives.

Keywords: Remote Sensing Image Captioning, Deep learning, Neural Net-

works, convolutional neural networks, long short-term memory, text summariza-

tion



Zusammenfassung

In dieser Arbeit werden 3 Frameworks für die Beschriftung von Fernerken-

nungsbildern untersucht. Diese Frameworks basieren auf einer Encoder-Decoder-

Architektur, bei der ein Convolutional Neural Network (CNN) als Bildcodierer

und ein Long Short Term Memory (LSTM) als Decodierer verwendet werden. Wir

führen außerdem ein zusätzliches vor-trainiertes Zusammenfassungs-Netzwerk in

unser Beschriftungs-Framework ein, um einige der Einschränkungen der von uns

verwendeten Datensätze zu beseitigen. Das Zusammenfassungsnetzwerk hilft

dabei, einige zusätzliche Informationen für die Sprachgenerierung zu erfassen,

eine Überanpassung zu verhindern und das Modell zu verallgemeinern.

In der ersten vorgeschlagenen Methode kombinieren wir die Ausgaben des

Beschriftungs- und des Zusammenfassungsmodells. Im zweiten Ansatz versuchen

wir, den Abstand zwischen Verdichtungs- und Beschriftungsausgaben mithilfe

der KL-Divergenz zu minimieren. Bei der dritten Methode verwenden wir neben

der KL-Divergenz auch einen Soft-Attention-Mechanismus, um Teilen des Bildes

mehr Bedeutung zu verleihen, die für die Sprachcodierung relevanter sind.

Wir verwenden automatische und manuelle Auswertungen, um die Qualität

unserer Modelle zu demonstrieren. Auf diese Weise können Beschriftungen für

die Fernerkennungsbilder generiert werden, die für die Suche und den Abruf in

Big-Data-Archiven hilfreich sind.

Schlüsselwörter: Bildunterschrift, Tiefenlernen, Neuronale Netze, Faltungsneu-

ronale Netze, langes Kurzzeitgedächtnis, Textzusammenfassung
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1 Introduction

One of the fascinating things in the field of Artificial Intelligence is the ability of

a machine to understand its natural surrounding and be able to communicate or

present its details in an understandable human language. This particular task

is well known as the task of image captioning. The scientific community has

been contributing to it for decades. The advances of satellite missions help ac-

quiring high-resolution satellite images which provides rich structural or spatial

information of the ground objects. Due to the availability of these high-resolution

satellite images, the task of image captioning is now applicable for remote sensing

images. With time, technology, improved spatial and spectral resolution of RS

images and the latest hardware resources, it can be improved a lot more. Remote

sensing image captioning could be a useful tool for not only military applications,

but also for RS image search and retrieval and many others such as geological

survey, monitoring of natural calamities and so on [1].

When we consider the scope of natural image captioning, there has been quite

some work to refer to. Although, when it comes to remote sensing image cap-

tioning, it is significantly less. This was also due to the fact that, there wasn’t a

proper dataset available which we could use as a ground truth in learning cap-

tioning rules. But now we have at least three captioning datasets for remote

sensing images from [31] and [23], which can help implement different captioning

algorithms.

Remote sensing image analysis has a lot of significance when it comes to geo-

graphical and environmental analysis. It has been considered as the fundamental

problem in AI [23]. It is no longer limited just to military applications but also

towards business and climatic applications. Today there are huge archives of high

resolution satellite images, that are acquired from Earth Observation satellites.

To describe the contents of these images, it is impossible to do it manually. A lot

of information can be extracted from those images which could be valuable for

recognizing various geographical distributions such as vegetation and ecosystem,

urbanization and also recognizing climate and weather conditions that leads to

desertification, deforestation, forest fires, flooding and so on. Having a system

1



Chapter 1. Introduction

that can automatically describe these information can help ease the process of

search and retrieval from these big data archives. For all these tasks, remote

sensing image captioning can be a very useful tool.

In recent years, automatic image captioning problems were extensively ad-

dressed using deep learning techniques [23] which we also want to use in order to

model our remote sensing captioning framework. There is already a considerable

amount of work available for natural image captioning, and very limited research

for remote sensing images which is why we want to contribute towards it. That

being said, in this thesis we use deep-learning methods to accomplish RS image

captioning. It is performed in 2 sub-tasks. First, the feature extraction phase

which, with the help of Convolutional Neural Network is used to extract the fea-

tures and second to convert these feature representations into natural language

which is handled by Recurrent Neural Network (RNN) [35] or Long-Short Term

Memory Networks (LSTM) [13]. The overall framework is considered to be an

encoder-decoder framework where the encoder(CNN) accepts an image and gen-

erates encoded features, and the decoder takes the features generated from the

encoder and uses them to generate a caption for a given image. A model trained

over these sets of image caption pairs, can then produce a caption/sentence au-

tomatically given an image.

In the scope of this thesis, we try to develop novel methodologies to contribute

to the task of image captioning of remote sensing images. Especially, our focus

is to develop a neural network framework using deep learning techniques by pro-

viding captioning rules. In the end the framework will automatically produce a

caption given just an image.

In the next chapter, we discuss the existing state of art work for image caption-

ing and the related work done till now on Remote sensing image captioning. We

also briefly discuss supervised learning, neural networks including Convolutional

neural networks and Recurrent Neural Networks.

In the 3rd chapter, we try to implement the existing techniques available for

RS image captioning, so that we can compare the results of these methods with

respect to our proposed methods.

In the 4th chapter, we discuss the details of our proposed novel framework.

There we discuss that how, given a set image caption pair, we can train our net-

work to give us the caption of an image provided it is trained on a finite data set

Master Thesis, TU Berlin, 2019 2



Chapter 1. Introduction

containing image caption pairs. The proposed model will process the image using

one neural network(CNN) and will also process the corresponding sentences of

the image using another neural network(LSTM) which then can be combined in

a common embedding space to detect the similarities. The work done in this

regard is based on the works of [37], [23].

In the 5th chapter we discuss the data sets used for training and modeling

and the Experiments performed during the entire process of this project. The

challenges faced while dealing with problems in the data sets and how we solved it.

In chapter 6, we provide the result of all the experiments that we performed

and discuss the outcome that we achieved. Here we also try to evaluate our result

and discuss the produced outcome and compare them with the current state of

art results. And in the last chapter we conclude by giving an overview of our

thesis and discussing further future prospects.

Master Thesis, TU Berlin, 2019 3



2 Foundation and Related Work

In this chapter we discuss the background involving Deep Learning and Machine

Learning and how they have been used for Natural image captioning and remote

sensing image captioning. Deep learning techniques have been widely used for

solving complex tasks by employing layers of algorithms on huge sets of data [10],

[9].

2.1 Supervised Learning

Supervised learning is considered as a task in machine learning that requires

a machine to learn a function f that can map an input X to an output Y as

f : X → Y with help of some example pairs (x, y) ∈ (X, Y ). For example in case

of computer vision X can be an input space consisting of images of dogs, and Y

can be an interval between [0, 1] which can tell us the probability of a dog being

in the image. So, if there is dataset of images labeled by humans whether the

image contains a dog or not, it is possible to specify a function that can map the

image to a label of whether it is a dog or not.

To determine this function first we need a training dataset containing n num-

ber of examples {(x1, y1), ...(xn, yn)}, which is are independent and identically

distributed (i.i.d) from a distribution D. Then we search for the most consistent

mapping function f for the given dataset by searching over a class of functions

F and then choose a loss function that measures the difference between the pre-

dicted label and the true label. Essentially, we try to find a function f ∈ F that

satisfies:

f = argminE(x,y) DL(f(x),y). (2.1)

After finding our objective function f we can make use of the learned function

that can map the elements of X to Y . Although finding the optimal function

is not possible without making some assumptions since we don’t know all the

elements of D. But, if the data is assumed to be i.i.d, the loss can be averaged

4



Chapter 2. Foundation and Related Work

over the available training data as follows,

f = argmin
1

n

n∑
i=0

L(f(xi),yi). (2.2)

2.2 Neural Networks

The idea of neural networks comes from the biological inspiration of a brain’s

neurons. Its structure is constructed by matrix multiplication and element-wise

non-linearities. An example of a 3-layered neural can be seen in Figure 2.1

Figure 2.1: Example of a simple 3-layered neural network

All the neurons within a layer are not connected to each other but the neurons

of one layer are connected to the neurons of the previous layer which enables

us to evaluate the activations of a single layer with matrix multiplication. For

example, a 2-layer network can be constructed as f(x) = W2σ(W1x), where W1

and W2 are the matrices and σ is the element-wise non-linearity (e.g tanh). The

last layer of the network usually doesn’t contain any non-linearity and a network

consisting a single layer is just a linear transformation.

2.3 Convolutional Neural Network

A Convolutional Neural Network [29] is designed to deal with data like images,

videos, text sequences and so on, usually the data which has some spatial topol-

Master Thesis, TU Berlin, 2019 5



Chapter 2. Foundation and Related Work

ogy. So the input data in this case is treated as n-dimensional array (or a tensor).

For example a 256 X 256 colored image is represented as a 265 X 256 X 3 tensor

where 3 is for the number of color channels (red, blue and green).

The core building block of a CNN is a convolutional layer, which accepts an

input in form of a tensor and generates output in form of a tensor as well, by

convolving the input with some filters. Then we slide the filter across the input

image for it convolve and compute a dot product of each of the image pixel and

the filter resulting in an activation map. These activation maps are then stacked

to produce a final output tensor.

Figure 2.2: Example of a simple CNN architecture

2.4 Recurrent Neural Networks

Recurrent Neural network is practically applied for sequence generation tasks

such as, language generation, language translation, speech recognition, predic-

tions on time series data, stock predictions and so on. For example, in case of

language generation, sentences are usually modeled as a sequence of words, where

each word of the sequence is encoded as a one-hot vector where the vector con-

sists of zeros at all indexes except for a single 1 at the index of the word in a fixed

vocabulary. Essentially, an RNN processes a sequence of word vectors x1, ..., xN

recursively as ht = fθ(ht−1, xt) where θ is the parameter of function f and ht is a

hidden vector. The hidden vector ht runs over all the input vectors x until that

time step and then the function fθ updates the vector based on the next vector.

Master Thesis, TU Berlin, 2019 6



Chapter 2. Foundation and Related Work

2.4.1 Long Short-Term Memory

LSTM [13] is a variation of RNN which solves the problem of vanishing gradient

problem. LSTM allows a more computationally complex interaction of the inputs

xt and hidden state ht−1 at each time step, which helps backpropagate errors more

effectively. LSTM also has a memory vector ct which acts as a gated cell. This

allows LSTM to choose information that it can read, write or forget at each time

step. In equation 2.3 , it, ot and ft are the input, output and forget gates of the

LSTM and ct and ht are the memory and hidden state of the LSTM.

Figure 2.3: Internal architecture of LSTM


it

ft

ot

gt

 =


σ

σ

σ

tanh

 W

(
xt

ht−1

)
(2.3)

ct = ft � ct−1 + it � gt (2.4)

ht = ot � tanh(ct) (2.5)

Master Thesis, TU Berlin, 2019 7



Chapter 2. Foundation and Related Work

2.4.2 Gated Recurrent Unit

GRU [5] was also designed to solve the vanishing gradient problem in RNNs. It

uses update and reset gate to decide which information to pass to the output.

The update gate vector zt at time t is given by σ(W zxt + U zht−1) and the reset

gate rt at time t is also calculated similarly as σ(W rxt+U
rht−1) but with different

weights. They have a memory content to store the relevant information which

is calculated as h′t = tanh(Wxt + U(rt � ht−1)). Finally the current memory at

each step is calculated as ht = zt � ht− 1 + (1− zt)� h′t. Its internal structure

can be seen in Figure 2.3.

Figure 2.4: Internal architecture of GRU

2.5 Natural Image Captioning

Image Captioning task is one of the most well known tasks in the field of AI.

It takes into account the 2 important application areas of AI, that is, computer

vision and natural language processing. It requires understanding of the image

in order to generate features and objects as well as understanding the syntax and

semantics of a language to be able to generate informative description of an image.

Master Thesis, TU Berlin, 2019 8



Chapter 2. Foundation and Related Work

Understanding the image for the purpose of feature extraction can be achieved

using several techniques. These techniques can be categorized as Traditional

Machine Learning based or Deep Machine Learning based techniques [14]. Tra-

ditional techniques are the ones in which features were manually designed or

handcrafted [27], such as Scale-Invariant Feature Transform (SHIFT) [22], His-

togram of Oriented Gradients (HOG) [7] and other similar techniques. Whereas

the Deep Learning based techniques for image feature extraction are based on

complex networks such as CNNs, which can learn the features when the image

is passed through its deep layers. Usually, these deep layers, for image feature

extraction are generic and can handle huge and diverse data sets to train on.

Moving forward to language understanding, this part is required in the process

of image captioning, in order to decode the image features in terms of natural

language sentences. These language generation parts use models like RNN (Re-

current Neural Network) or LSTM (Long-Short Term Memory networks) which

accepts the input features, for example from the CNN, along with the corre-

sponding caption of the image. The model as whole, with the combination of

a CNN and LSTM can then be trained in an end-to-end manner. This trained

model afterwards, can be used to generate sentences or captions, given an image.

There has been significant amount of work on natural image captioning. One of

the most attractive methods for image captioning now are these encoder-decoder

architecture based networks. On of the most popular works based on this frame-

work was Neural Image Captioning [37] by O. Vinyals et al., in which they directly

maximize the likelihood of a target sentence given an image. Junhua Mao et al.

proposed Explaining Images with Multimodal Recurrent Neural Networks [25]

which models the probability distribution of predicting the next word provided

the previous words and the image. Then there was Multimodal neural language

models by Kiros et al. [19], which uses a feed forward neural network to predict

the next word provided with the image and previous words. Xu et al. proposed

Show Attend and Tell [40] which uses attention mechanism to say “where” or

“what” to look in an image, by extending the works of Machine Translation [3]

and Visual Attention [2] [26]. Yang et al. proposed a review network [42] which

does a number of review steps with some attention mechanism. This framework

consists of three components, encoder, reviewer, and decoder. Further more, to

improve the naturalness and diversity of the caption generation, a Conditional

Generative Adversarial Networks (CGAN) based method [6] was proposed by Bo

Dai et al., which jointly learns a generator to produce descriptions conditioned

on images and an evaluator to assess how well a description fits the visual content.
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2.6 Remote Sensing Image Captioning

In the case of remote sensing image, there are fewer works in the area of image

captioning. One of the first research for remote sensing image captioning using

deep learning techniques was published in Deep Semantic Understanding of High

Resolution Remote Sensing Image [31] by Qu et al. in 2016. Their proposed

model was based on an encoder-decode model using CNN and RNN or LSTMs,

to extract features from high resolution images and then combining the associ-

ated textual information to generate sentences. The experiments were performed

on two image captioning datasets i.e Sydney [44] and UCM datasets [41] both of

which are very small data sets with 613 and 2100 examples respectively. They

used pre-trained VGG19, VGG16 and GoogleNet networks to extract image fea-

tures with RNNs and LSTMs to combine the textual information in a deep mul-

timodel neural network model. The work published in “Can a Machine Generate

Human-like Language Descriptions for a Remote Sensing Image?” [33], followed

CNN based model for image feature extraction and a traditional template-based

method for language generation part. They represent the remote sensing images

with a combination of three things, that are the ground elements, its attributes

and the relation between them. Based on these three representations, they form

the language template. According to the authors Shi et al. [33], this approach

was chosen because of the unavailability of captioning data set for remote sensing

images. They use subjective evaluation techniques instead of objective evalua-

tion methods as they argue that in objective evaluation, the score can depend

on the style and expression of the annotator. Shortly after, with the paper: Ex-

ploring Models and Data for Remote Sensing Image Caption Generation [23] by

Xiaoqiang Lu et al., they published the largest remote sensing captioning data

set yet called RSICD, along with results of automatic captioning implementation

for remote sensing images using deep learning techniques. They also used for

their experimentation, 2 other data sets available for remote sensing captioning,

that are UC Merced and Sydney Captioning data sets [31]. They use both tra-

ditional hand crafted feature extraction and deep learning(CNN) based methods

for image understanding part and RNN and LSTM based models for language

understanding parts. Experiments from multi-modal based and attention based

methods were performed, making it the most insightful work considering deep

learning based techniques.

During the last stages of this thesis we also came across yet 2 more papers,
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published closed to each other in this area of RS image captioning. First one is

Semantic Descriptions of High-Resolution Remote Sensing Images [38], in which

proposes a collective semantic metric framework (CSMLF), which gives 5 sen-

tences to a text image instead of 1. In this method, they represent the images

using pre-trainined convolutional neural network. They represent the sentences

as a vectorized form of all the words of the sentence by GloVe, and then combine

all the 5 sentences per image to have a collective sentence representation. In

the end they use a metric learning method to embed images and its collective

sentence to a common space. For testing, they calculate the distance between the

test image and all collective sentences in training set to generate five sentences

for a given test image. They argue that the complexity of remote sensing images

should be described in more than just 1 sentence.

The second one is Description Generation for Remote Sensing Images Using

Attribute Attention Mechanism [45] by Xiangrong Zhang et al., they have per-

formed various state of art captioning methods on RSICD data set including the

ones presented in [23] and [38]. In this method they use VGG16 pre-trained CNN

model to extract image features and attributes for each RS image. They extract

the image features from a lower level convolutional layer and high-level feature

attributes from the deep fully connected layers of the CNN network. They rep-

resent the senteneces using LSTMs, where they maximize the log likelihood of

generating the sentence word by word given the previous words, low-level features

and high-level feature attributes of the image.
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3 Neural Probabilistic and

Attention Based Methods

In this section we discuss the existing frameworks used for image captioning.

These methods were originally implemented for natural image captioning [37][40],

but they were also experimented for remote sensing image captioning [23][33].

We also perform these experiments so that we could use them as baseline for

comparing our proposed RS captioning methods. The first method is a neural

probabilistic framework and the second one is an attention based framework.

The overall architecture of these methods is shown in Figure 3.1. For training

the model, the RS image is first passed though a pre-trained CNN encoder which

extracts the features of the images. The Image features along with the corre-

sponding captions are passed to the decoder to predict a caption one word at a

time.

Figure 3.1: General outline of encoder-decoder architecture for remote sensing
image captioning
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3.1 Neural Probabilistic Framework

The first framework, follows the works of [37] which was done for natural im-

age captioning and also followed by [23][33] for remote sensing image captioning.

This method uses a neural probabilistic framework for captioning the images. As

mentioned in [37], it is possible to create an end-to-end framework by directly

maximizing the probability of the correct translation, for both training and in-

ferencing. An encoder-decoder based architecture is used in this case, which uses

a CNN for image encoding and an LSTM that encodes the variable length input

into a fixed dimensional vector, and uses this representation to decode it to the

required output sentences.

Let I be an input image, and C be its corresponding caption. In this approach,

we try to maximize the probability of generating the correct description of an

image, given an image caption pair (I, C) by using the following formulation:

θ∗ = argmax
∑

logP (C|I; θ) (3.1)

where θ is our parameter. Since, C can be any sentence whose length is

unbound, a chain rule can be applied to model the joint probability, over C0,...,

CN . So, for length N the joint probability distribution will be:

log p(C|I) =
N∑
t=0

log p(Ct|I, C0, ..., Ct−1). (3.2)

(I, C) is our training example pair. Our training set consists of these image-

caption pairs and we optimize it using stochastic gradient descent, over the sum

of the log probabilities as described in equation(3.2).

For extracting the images features, we use pre-trained CNNs, which are trained

on ImageNet [16] data. We used the fully connected layers of a ResNet [17] CNN

model to perform our experiments, although we also used VGG19 [34] model in

order to compare our results with other related papers. It is described in details

in chapter 6. We represent each image feature as given below (equation 3.3)

x = CNN(I). (3.3)

In order to represent the captions or sentences, we represent each word in the

sentence by one-hot V dimensional word vector si, where V is the size of the

vocabulary. Then the image and the words are mapped to a common embedding

space, by a word embedding We (equation 3.4):
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C ′ = We.si. (3.4)

Caption C is then encoded as a sequence projected word vectors and has a

variable length of t− 1 (equation 4.5). This word vector is expressed by a fixed

length hidden state or memory ht. And the memory is updated after seeing a

new input xt by using a non-linear function f (equation 3.6) [37]:

C = (C0, C1, ..., Ct) (3.5)

h(t+1) = f(ht, xt). (3.6)

As described in [37], we model p(Ct|I, C0, ..., Ct−1) (equation 3.2) using LSTM

[13], as it is clear by the experiments performed by [37], [23] and other papers

on image captioning problems that, LSTMs perform better RNNs when it comes

to language translation [15] [4] and sequence generation [12]. This is due the

abilities of the LSTMs to deal with vanishing and exploding gradients problems.

The internal architecture of the LSTM is quite complex yet sophisticated. Fig-

ure 3.2 shows the internal architecture of the LSTM [37]. LSTM is capable of

handling long dependencies by using the gates, which controls the flow of in-

formation to the networks. In the core of a LSTM [13], there is a memory cell

c, which saves in its memory all the observed inputs upto a time step t. The

cell state is controlled by the input, output and forget gates, to which layers are

applied multiplicatively, which lets it keep the value from the respective gate if

the gate is 1 or zero this value if the gate is 0. So, first the forget gate decides if

the current cell value needs to be discarded, then the input gate decides if new

input needs to be read and finally the output gate decides whether to output new

value for the cell.

The gate and cell outputs of each step can be written as [37]:

it = σ(Wixxt +Wimmt−1) (3.7)

ft = σ(Wfxxt +Wfmmt−1) (3.8)

ot = σ(Woxxt +Wommt−1) (3.9)
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Figure 3.2: The LSTM memory block has a cell unit c which is controlled by
input, output and forget gates. The blue lines shows the recurrent connections
where the output m at time t − 1 is fed back to the memory at time t from the
three gates; the cell value is fed back via the forget gate; the word prediction at
time t− 1 is fed back along with the memory output m at time t to the Softmax
for predicting the words. [37].

ct = ft � ct−1 + it � h(Wcxxt +Wcmmt−1) (3.10)

mt = ot � ct (3.11)

pt+1 = Softmax(mt). (3.12)

In these equations, � represents product with a gate value and W matrices

are training parameters. The multiplicative nature of the gates ensures a robust

training of the LSTM and allows it deal with exploding and vanishing gradi-

ents [37]. Sigmoid σ(.) and hyperbolic tangent h(·) are the nonlinearities in the
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equations. In the end, the output mt is Softmaxed to generate a probability

distribution pt over all the words.

During the training phase, the LSTM predicts the caption word by word, after

looking at the image and the previous words. If we think of the LSTM as an

unrolled form, it would be as if a copy of LSTM memory is created for each time

step and they share the same parameters along with the image and word of the

sentence. The LSTM at the first time step gets the image encoding from the

encoder, and first word from the caption. Then the output of the LSTM at each

step is fed to the next step, for example mt−1 of the LSTM at time step t− 1 is

fed to the LSTM of time step t. These recurrent connections are transformed to

feedforward procedure, where the procedure will look like [37]:

x−1 = CNN(I) (3.13)

xt = We.Ct (3.14)

x−1 = CNN(I). (3.15)

Here, I is the input image, C = (C0, ..., CN) is the caption describing the image

where each word is represented as one-hot vector of dimension of the size of the

vocabulary. The image encodings from the CNN and the word embeddings We

are mapped to the same space. C0 and CN are special start and end tokens to

indicate the start and end of a caption. The end token is also used as a signal

for the LSTM that all the words of the sentence have been generated and that

its time to terminate the process.

The loss of our model is the sum of negative log likelihood of the prediction

of correct word at each time step. The loss is minimised with respect to the

parameters of LSTM, image and word embedding We as follows:

Loss(I|C) = −
N∑
t=0

log pt(Ct). (3.16)

3.2 Attention Based Framework

The attention based framework mentioned in this section is based on the works

of [40] who proposed two methods one is called as soft attention and the other is

called as hard attention. Where the “soft” attention uses a deterministic mecha-

Master Thesis, TU Berlin, 2019 16



Chapter 3. Neural Probabilistic and Attention Based Methods

nism, which is trainable by standard back-propagation methods and the “hard”

attention uses a stochastic attention mechanism, which is trainable by maxi-

mizing an approximate variational lower bound or equivalently by reinforce [39].

These methods are incorporated based on the works of [2], [3] and [26]. Although,

adding attention for vision related tasks goes back to the works by [21], [8] and

[36].

In order to use the attention mechanism, we need to first represent our im-

ages and captions as almost the similar way as mentioned in previous section

of Neural Probabilistic Framework. This framework is also an encoder-decoder

based model. The encoder expects an image and extract the features from the

lower convolutional layer which will allow us to focus on selected parts of the

image, unlike previous method in which we extracted the features from the fully

connected layer.

Let N be the number of image features extracted by the image encoder and

a represent the feature vector, corresponding to the part of the image. D is the

dimension of each of the feature vectors. The vector a can be formulated as:

a = {a1, ..., aN}, ai ∈ RD. (3.17)

For representation of the captions, it is encoded as sequence of 1-of-K words

[40], K being the size of the vocabulary and M being the length of caption

(equation 3.18):

c = {c1, ..., cM}, ci ∈ RK. (3.18)

The generating of sentences from the decoder part is done with help of LSTMs

[13]. Attention is implemented by keeping in consideration of the previous time

steps and deciding “where to look” in the current state. Based on this informa-

tion the next word of the sentence is predicted [40].

The transformations within the LSTM can be represented in the following

equations(3.19 to 3.21)[40]:
it

ft

ot

gt

 =


σ

σ

σ

tanh

 TD+m+n,n

 Eyt−1

ht−1

zt

 (3.19)

Ts,t : Rs → Rt is used to represent the transformation along with parameters
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Figure 3.3: A LSTM cell, lines with bolded squares imply projections with a learnt
weight vector. Each cell learns how to weigh the input components from the input
gate, how to modulate it to the input modulator. It also learns to erase the
memory cell via forget gate, and how to control the memory flow from the output
gate. [43][40]

that are learned. ẑt is the context vector that associates visual information with

corresponding image region. E is the embedding matrix and m and n represents

embedding and LSTM dimensions, respectively. σ denotes the sigmoid activation

and � denotes element-wise multiplication.

ct = ft � ct−1 + it � gt (3.20)

ht = ot � tanh(ct). (3.21)

Here, it, ot and ft are the input, output and forget gates of the LSTM and ct

and ht are the memory and hidden state of the LSTM.

The context vector ẑ ∈ RD is calculated from the annotation vectors ai which

is used to capture the location information for the corresponding image region.

For each of the ith regions, a positive weight αi is calculated, which sums to one.

This can then be interpreted by the model whether the region needs to focused

for generating the next word. An attention model fatt is used to calculate the

weight αi for each annotation vector ai, depending the previous hidden state ht−1

is as follows:

eti = fatt(ai, ht−1) (3.22)
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αti =
exp(eti)∑L
k=1 exp(ekt)

(3.23)

where, ∑
i

αti = 1. (3.24)

Then, the context vector can be computed by,

ẑ = f({ai}, {αi}) (3.25)

The function f will return a single vector for the given set of annotation vectors

along with their corresponding weights.

The hidden and memory state of the LSTM are initialized by an average of

the annotation vectors which are separately imported by two Multi-layer percep-

trons(MLPs):

c0 = finit,c(
1

L

L∑
i=0

ai), (3.26)

h0 = finit,h(
1

L

L∑
i=0

ai). (3.27)

Then a deep output output layer is used to compute the output word proba-

bility given the state of the LSTM, the context vector and the previous word:

p(ut|a, ut−1) ∝ exp(L0(Eut−1 + Lhht + Lz ẑt)) (3.28)

Where L0 ∈ RKxm, Lh ∈ Rmxn, and E are the learnable parameters which are

randomly initialized.

During training, a doubly stochastic regularization is introduced as mentioned

in [40]. The purpose of this is for the model to pay equal attention to all the parts

of the image over the course of sentence prediction. We minimize the following

penalized negative log-likelihood for the first part of loss calculation:

Ld = −Log(P (C|I)) + λ

L∑
i

(1−
M∑
t

αti)
2. (3.29)

Master Thesis, TU Berlin, 2019 19



4 Proposed Methods for Remote

Sensing Image Captioning

In this section we present our proposed methods for RS image captioning. We

present three new approaches for captioning of remote sensing images. First one

is Summarized Captioning and the second one is Summarized Captioning with

Attention. All the proposed methods uses an additional summarization network

for the captioning framework to work. Figure 4.1 shows the general architecture

of the proposed summarized captioning approaches.

In our proposed methods, we first use a pre-trained ResNet152 CNN to extract

the image features. The Image features along with the corresponding captions

are passed to the decoder to predict a caption one word at a time. We combine

the 5 captions per image and pass them to the summarization model to generate

a summarized caption. Then, we either combine the outputs of the summarized

model with the output from the decoder or we minimise the distance between

them.

Adding summarization means to summarize the captions using a Text Summa-

rization model [32] in order to generate one caption or rather one summarized

caption and take that into consideration while we train our captioning model.

The reason of adding this additional complexity is to deal with the shortcom-

ings of our available dataset. As we know, that the captioning of remote sensing

images are different than natural image captioning [23]. This is because, the ob-

jects are seen from the “View of God” [23]. The datasets that we use for image

captioning are the high resolution satellite images and they have been annotated

with 5 captions each. Although, as mentioned in the previous chapter of Datasets,

they are quite often described with repeated captions in order to maintain overall

uniqueness of the dataset. While it is reasonable to assume that all images cannot

be described with exactly 5 sentences, but we need to have variations, if possible,

in order for our model to learn and describe the images with proper variations yet

in a generalized manner. Since we have the datasets designed in a way to be as

normalized as possible, it doesn’t deal with the fact that specially when it comes
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Figure 4.1: Encoder-decoder architecture for summarized captioning of remote
sensing images

to remote sensing images, it is not possible for all images to be described in upto

5 captions. This normalization to have 5 captions for all images even though

there are not actually 5 captions but are repeated to make it leveled could lead

to over fitting of the captioning model. During our experimentation of the remote

sensing data sets, we realised this problem while testing the generated captions,

where certain types of images always had similar captions even though the im-

ages were different. This lead us to believe that there is more scope from the

language processing perspective, which could help deal with this problem of data.

In our proposed method, we use a text summarizer along with our captioning

model and use a bigger vocabulary than just the words from the captions of the

dataset. The theory here is, to use the captions along with the summarized cap-

tions in order to overcome the over fitting problem, as well as to introduce newer

vocabulary for our caption generator.

We use the summarization model to generate the probabilities of words in each

position. In the first framework, we combine the outputs of the summarization

probabilities with the outputs of the decoder. In the other 2 approaches, we cal-

culate the KL divergence loss between the summarization probabilities and the

decoder probabilities and we add it to the captioning loss.
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4.1 Combining Summarized Captions to Image

Captions (CSIC)

Like the the models described in the previous chapter, our model takes an image

and generates a caption. We represent our image as I which generates a caption

C of length L encoded words. We also need a pre-trained summarization model.

In our case, we trained the summarization model ourselves, following the work

provided in [32].

4.1.1 Encoder Architecture

We represent the image features using a convolutional neural Network(CNN). We

use a pre-trained ResNet152 model for this feature extraction process. This pre-

trained model acts as our encoder from which we remove the last fully connected

layer and extract the feature vector of length 2048 for each image. In order to

map these extracted features to a common embedding so that our decoder can re-

ceive this information, we pass the extracted feature vector though a linear layer

which has 2048 input dimension and 512 output dimension or embed dimension

W which is also the embed dimension for the decoder.

Figure 4.2: Feature extraction process of the encoder

The extracted features from CNN can be represented as follows:
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x−1 = CNNResNet152(I). (4.1)

4.1.2 Summarization Network

This network is used to generate a summarized caption from the initial set 5

caption per image. We only use a pre-trained model to generate this summarized

caption. The summarization model is also an encoder-decoder model. Every

word in the summarized sentence is in form of a one-hot vector representation

wt of dimension V which is the size of the vocabulary and of variable length t.

This vector contains the probability scores for each word in the vocabulary, which

upon decoding gives the summarized sentence. But, for this proposed method,

we only need these one-hot score vector, which we will use in the decoder of our

captioning model. This vector can be represented as below:

S = {w0, w1, ..., wt}. (4.2)

4.1.3 Decoder Architecture

The task of the decoder is to see encoded images coming from the encoder and

generate a caption one word after other.

For this method, we first represent each word in the caption in form of a

one-hot ut of dimension V, where V is the size of the vocabulary and t is the

length of the caption which can vary from caption to caption. The mathematical

representation is given below:

C = {u0, u1, ..., ut}. (4.3)

Then we combine the vectors from equation 4.2 and 4.3, as they have same

length of vocabulary size V , which can be represented by Y as below:

Y = {w0 + u0, w1 + u1, ..., wt + ut}, (4.4)

Y = {y0, y1, ..., yt}. (4.5)

As mentioned previously, we use a bigger vocabulary of size 50, 000, to include

more words during the training process. Then we project this combined word

vector to the embedding space by a matrix E where it can be mapped to the

image features. E is a e x V matrix, where e is the size of the embedding space:
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Figure 4.3: Sentence generation process of the decoder

y′i = E.yi, (4.6)

Y = {y′0, y′1, ..., y′t}. (4.7)

In order to generate the captions, we maximize the probability of generating

the correct caption, given an image:

logp(Y |I) =
N∑
t=0

log p(yt|I, y0, ..., yt−1). (4.8)

The t− 1 in equation(4.8) is the represented by a fixed length hidden state or

memory ht of the LSTM. Then this hidden state is updated after seeing a new

input xt (eq. 4.1) by using a non-linear function f:

ht+1 = f(ht, xt). (4.9)

In the training, the model tries to predict each word of the caption one by one,

after it has seen the image and its previous words as p(yt|I, y0, ..., yt−1). This

procedure can be formulated as:
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ht =

{
f(y′t + Edht−1 + Eext−1), t = 1,

f(y′t + Echt−1), t = 2, ..., N
(4.10)

In the above equation, Ed and Ee are the encoder and decoder learnable pa-

rameters respectively. The image features are only given once at step t = 1, the

function f represents the LSTM process. ht represents the output of state t and

y′t is the corresponding word in the sequence Y . The w′1 is used to represent

a special START token and w′t is used to represent a special END token. The

final output is softmaxed to generate the probability vector of the next word and

in the end a complete sentence is generated after the model generates the END

token signaling the end of sentence generation. The best model parameters are

obtained in the training phase by minimizing the loss function:

loss(I, Y ) = −
N∑
t=0

log p(yt). (4.11)

4.2 Summarized Captioning with KL Divergence

(SCKL)

4.2.1 Encoder Architecture

For this approach we also use a pre-trained ResNet152 model for extracting the

features, where we remove the last fully connected layer of the network and

extract a feature vector of length 2048 for each image. The image features can

be represented as follows:

x−1 = CNNResNet152(I). (4.12)

4.2.2 Summarization Network

Similar to the first approach, we use a pre-trained summarization model to gen-

erate a summarized caption from the set of 5 caption per image. The words from

the summarized sentence is represented as a one-hot vector wt of dimension V

which is the size of vocabulary and of a variable length t. All the words in the

summarized sentence S containing the probability scores for each word in the

vocabulary, can be represented as {w0, w1,..., wt} so,

S = {w0, w1, ..., wt}. (4.13)
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4.2.3 Decoder Architecture

In this approach, we represent each word in the caption in form of a one-hot

ut of dimension V, where V is the size of the vocabulary and t is the length of

the caption which can vary from caption to caption. All the words for a caption

C contains the probability scores for each word in the vocabulary and can be

represented as {u0, u1,..., ut}. To project this word vector to the embedding

space we use an embedding matrix E where it can be mapped to the image

features x. E is a e x V matrix, where e is the size of the embedding space,

u′i = E.ui, (4.14)

C = {u′0, u′1, ..., u′t}. (4.15)

During training, first we maximize the probability of generating the correct

caption, given an image, which can be formulated as:

logp(C|I) =
N∑
t=0

log p(ut|I, u0, ..., ut−1). (4.16)

So, the model tries to predict each word of the caption one by one, after it has

seen the image and its previous words: p(ut|I, u0, ..., ut−1). This procedure can

be represented mathematically as:

ht =

{
f(u′t + Edht−1 + Eext−1), t = 1,

f(u′t + Echt−1), t = 2, ..., N
(4.17)

In the above equation, Ed and Ee are the encoder and decoder learnable pa-

rameters respectively. The image features are only given once at step t = 1, the

function f represents the LSTM process. ht represents the output of state t and

y′t is the corresponding word in the sequence Y . The w′1 is used to represent

a special START token and w′t is used to represent a special END token. The

final output is softmaxed to generate the probability vector of the next word and

in the end a complete sentence is generated after the model generates the END

token signaling the end of sentence generation. The best model parameters are

obtained in the training phase by minimizing the loss function:

LCE(C|I) = −
N∑
t=0

log p(ut). (4.18)

Since we have 2 distributions of the same size, that is the captioning and

summarized caption (equation 4.12 and 4.15) of the size of the vocabulary, we

try to minimize the distance between these using Kullback–Leibler divergence as
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follows:

LKL(C|S) = −
N∑
t=0

ln

(
ut
wt

)
ut. (4.19)

Finally, we combine these 2 losses, in order for our model to consider the

summarized captions as well,

L = LCE(C|I) + LKL(C|S). (4.20)

4.3 Summarized Captioning with Attention and KL

Divergence (SCAttKL)

In this method we use an attention based model as proposed by [40]. They men-

tioned two kinds of attentions, one is a “soft” deterministic method trainable

by standard back-propagation and other is “hard” stochastic attention method

trainable by maximizing an approximate variational lower bound. In our ap-

proach, we only use the “soft” attention method. The reason for using attention

could be seen as a way for the model to give additional importance to the parts

of image encoding that could be relevant.

4.3.1 Encoder Architecture

Unlike previous approaches, where we used a fully connected layer to represent the

image features, in this case we extract the features from the lower convolutional

layer, which will help representing the correspondence between the feature vectors

and the regions of the 2-D image. This feature extractor will produce L vectors

also called as annotation vectors. Each of these vectors are a D-dimensional

representation of the corresponding part of the image,

a = {a1, ..., aL}, ai ∈ RD. (4.21)

4.3.2 Summarization Network

Summarization network is same as the first 2 approaches. To generate a sum-

marized caption from the set of 5 captions a pre-trained summarization model

is used. The words from the summarized sentence is represented as a one-hot

vector wt of dimension V which is the size of vocabulary and of a variable length
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t. All the words in the summarized sentence S containing the probability scores

for each word in the vocabulary, can be represented as {w0, w1,..., wt}.

S = {w0, w1, ..., wt} (4.22)

4.3.3 Decoder Architecture

The representation of words in the caption is in form of a one-hot vector ut of

dimension V, where V is the size of the vocabulary and t is the length of the

caption which can vary from caption to caption. All the words for a caption

C contains the probability scores for each word in the vocabulary and can be

represented as {u0, u1,..., ut},

C = {u′0, u′1, ..., u′t}. (4.23)

In the attention based approach, the information extracted from the previous

state is used by the model to decide “where” to look in the current state. In the

soft attention method, the weighted encoding of different parts of the image is

used to recognize the parts “where” to look in the image.

To include the attention mechanism, a context vector ẑ ∈ RD is calculated from

the annotation vectors ai which is used to capture the location information for the

corresponding image region. For each of the ith regions, a positive weight αi is

calculated, which sums to one. This can then be interpreted by the model whether

the region needs to focused for generating the next word. An attention model

fatt is used to calculate the weight αi for each annotation vector ai, depending

the previous hidden state ht−1 :

eti = fatt(ai, ht−1) (4.24)

αti =
exp(eti)∑L
k=1 exp(ekt)

(4.25)

where, ∑
i

αti = 1 (4.26)

Then, the context vector can be computed by,

ẑ = f({ai}, {αi}). (4.27)

The function f will return a single vector for the given set of annotation vectors

along with their corresponding weights.
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The hidden and memory state of the LSTM are initialized by an average of

the annotation vectors which are separately imported by two Multi-layer percep-

trons(MLPs):

c0 = finit,c(
1

L

L∑
i=0

ai), (4.28)

h0 = finit,h(
1

L

L∑
i=0

ai) (4.29)

Then a deep output output layer is used to compute the output word proba-

bility given the state of the LSTM, the context vector and the previous word:

p(ut|a, ut−1) ∝ exp(L0(Eut−1 + Lhht + Lz ẑt)). (4.30)

Where L0 ∈ RKxm, Lh ∈ Rmxn, and E are the learnable parameters which are

randomly initialized.

4.3.4 Doubly Stochastic Attention

During training, a doubly stochastic regularization is introduced as mentioned in

[40]. The purpose of this is for the model to pay equal attention to all the parts

of the image over the course of sentence prediction. We minimize the following

penalized negative log-likelihood for the first part of loss calculation:

Ld = −Log(P (C|I)) + λ
L∑
i

(1−
M∑
t

αti)
2. (4.31)

4.3.5 Kullback–Leibler Divergence

To include a summarization attention, as we have 2 distributions of the same

size, that is the Captioning and summarized caption (equation 4.22 and 4.23) of

the size of the vocabulary, we try to minimize the distance between these using

Kullback–Leibler divergence as follows:

LKL(C|S) = −
N∑
t=0

ln

(
ut
wt

)
ut. (4.32)

Finally, we combine these 2 losses from equation 4.31 and 4.33, in order for our
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model to consider the summarized captions as well,

L = Ld + LKL(C|S). (4.33)
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5 Dataset for Remote Sensing

Image Captioning

In this section we discuss about the data sets we have used to perform our ex-

periments. We have designed our frameworks to use these datasets and compare

other related works of remote sensing image captioning. To the best of our knowl-

edge there are 3 data sets which can be used for remote sensing image captioning

which are: RSICD [23], UCM-captions and Sydney-Captions proposed by [31]

based on original data sets by [41] and [44]. We also use a text summarization

model within our proposed framework which we also train from scratch, for which

we have used Gigaword dataset [20].

5.1 Remote Sensing Image Captioning

Dataset(RSICD)

Figure 5.1: Example of images in RSICD dataset [23].
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RSICD [23] is one of the biggest data set available till now, for remote sens-

ing image captioning. This data set consists of over ten thousand images from

various sources such as, Google Earth, Baidu Map, MapABC, Tianditu. There

are 10921 images in total with 224x224 pixels sizes of various resolutions. The

examples of images in RSICD dataset can be seen in Figure 5.1

Table 5.1: Number of images of each class in RSICD datasets (the total number
of images is 10921)

class Number class Number

Airport 420 Farmland 370
Bare Land 310 Forest 250

Baseball Field 276 Industrial 390
Beach 400 Meadow 280
Bridge 459 Medium Residential 290
Center 260 Mountain 340
Church 240 Park 350

Commercial 350 School 300
Dense Residential 410 Square 330

Desert 300 Parking 390
Playground 1031 Pond 420

Viaduct 420 Railway Station 260
Sparse Residential 300 Storage Tanks 396

Resort 290 River 410
Port 389 Stadium 290

Each image is described with 5 captions, although not all of the images have

5 unique captions. In total there are 24333 sentences forming a vocabulary of

3323 words. The distribution of captions per image are as follows: 724 images

have 5 different captions, 1495 image have 4 different captions, 2182 images

have 3 different captions, 1667 images have 2 different captions and 5853 images

have only 1 caption. However, [23] have mentioned that they have extended the

number of caption in cases where images are described with less than 5 captions,

by randomly duplicating the captions for those cases. Which makes a total of

54605 number of captions in the data set. Figure 5.2 shows some examples of

images and their captions of the RSICD dataset.

5.2 UCM Captions Dataset

The original UCM dataset [41] has images from 21 land-use classes selected from

aerial orthoimagery with a pixel resolution of one foot. The classes includes
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Figure 5.2: Example of images and corresponding five sentences per image selected
from RSICD dataset. [23].

agricultural, airplane, baseball diamond, beach, buildings, chaparral, dense res-

idential, forest, freeway, golf course, harbor, intersection, medium residential,

mobile home park, overpass, parking lot, river, runway, sparse residential, stor-

age tanks and tennis court. Each class contains 100 images of 256x256 pixels

with a resolution of 0.3048m, making a total of 2100 images.

These images were manually extracted from many large images of the United

States Geological Survey (USGS) National Map Urban Area Imagery from the

regions: Birmingham, Boston, Buffalo, Columbus, Dallas, Harrisburg, Houston,

Jacksonville, Las Vegas, Los Angeles, Miami, Napa, New York, Reno, San Diego,

Santa Barbara, Seattle, Tampa, Tucson, and Ventura.

In order to perform the task of image captioning, [31] captioned the images

from UCM dataset [41]. They annotated each image in UCM dataset with 5

sentences, which sums up to 10500 total number of sentences. All the 5 sentences

per image are different from each other, however, sentences of images of same

class are similar in nature.
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Figure 5.3: Example of images selected from UCM image dataset [41].

Figure 5.4: Example of images and corresponding five sentences per image selected
from UCM captioning dataset [31].
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5.3 Sydney Captions Dataset

Figure 5.5: Example of images and corresponding five sentences per image selected
from Sydney captions dataset [31].

The Sydney dataset [44] was build from a large satellite image of Sydney,

Australia, which was acquired from Google Earth. The image was of 18000x14000

pixels and a spatial resolution of 0.5 m. There are seven classes in the data set,

which are: residential, airport, meadow, rivers, ocean, industrial, and runway.

Table 5.2: Number of images of each class in Sydney datasets (the total number
of images is 613)

class Number

residential 242
airport 22
meadow 50

rivers 45
ocean 92

industrial 96
runway 66

It has a total of 613 images. However, similar to UCM data set ([41]), this

dataset was also annotated by [31] to have 5 captions per image. In total it has

3065 captions.
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Figure 5.6: Example of images selected from Sydney image dataset

Figure 5.7: Examples from the Gigaword dataset

5.4 Gigaword Dataset

Gigaword dataset used in this experiment [11] [28], consists of standard Gigaword,

preprocessed with Stanford CoreNLP tools [24]. We need this dataset for the task

of summarizing the captions, which is a part of our proposed RS image captioning

approach. Gigaword is a corpus of article-headline pair which consists of around

9.5 million articles sourced from various news services.
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6 Experimental Results

In this section, we present all the experiments that we have performed and their

results. We have experimented five different approaches, two of which are the

current state of art approaches and three proposed ones, with varying parameters

of training. We used the 3 different RS image captioning datasets mentioned in

chapter 5. For all the datasets, we used the training, validation and test split as

given in the respective datasets, which are 80% for training, 10% for validation

and 10% for test sets. All the experiments were performed using this split. First,

we present the results from the neural probabilistic and attention frameworks and

compare the obtained results with the ones shown in [23] and [45]. Finally, we

present the results obtained by our proposed methods and compare the results

with other approaches.

The evaluation metric used for evaluating our experiments is BLEU. BLEU

stands for bilingual evaluation understudy which is an algorithm to evaluate the

quality of machine translated texts automatically[30]. It measures the closeness

of machine translation with one or more reference human translation according to

a numerical metrics, which is proposed in the paper [30]. As a result it generates

the score which determines the performance of the machine translated texts.

Essentially, it compares n-grams of the generated sentence with the n-grams of

the reference translation and then counts the number of matches. So, the score

will be better if the machine translation is closer to a human translation.

6.1 Results of Neural Image Captioning

To perform this experiment, we followed the approaches of [37] [23] using the RS

captioning datasets and compared the results with [23] as they also performed

similar experiment with same datasets. This method requires a CNN to extract

the features. We used VGG19 [34] and ResNet152 [17] pre-trained models for the

feature extraction part of this experiment and LSTM [13] for the language genera-

tion part. We set the embedding and hidden state dimension of the LSTM as 512

and learning rate as 0.0001. The training was done on NVIDIA T4 GPU which

took about one day to train. As we can see in table 6.1, the model trained with
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ResNet152 pre-trained model performs better than VGG19 pre-trained model,

which is why we decided to perform all the other experiments using ResNet152

pre-trained CNN model for image feature extractor.

We compared our results with [23] paper. They have used VGG16, VGG19,

AlexNet and GoogleNet pre-trained CNN models for feature extraction. Accord-

ing to their findings, the model trained with VGG19 pre-trained CNN has the

highest bleu scores among the models with other pre-trained CNNs. We com-

pare our scores of VGG19 pre-trained model with the mentioned paper [23] and

see that our experiment has better results. And since we see that the model

trained with ResNet152 pre-trained CNN performs better than the one trained

with VGG19, it was obvious to choose ResNet152 for the rest of the experiments.

Table 6.1: Results of NIC approach with 2 pre-trained CNN models for RSICD
dataset.

bleu1 bleu2 bleu3 bleu4

VGG19 0.6127 0.4341 0.3420 0.2717
ResNet152 0.6380 0.4623 0.3609 0.2890

Table 6.2: Results of NIC approach with pre-trained CNN model for UCM dataset.

bleu1 bleu2 bleu3 bleu4

ResNet152 0.8035 0.7167 0.6572 0.6030

Table 6.3: Results of NIC approach with pre-trained CNN model for Sydney
dataset.

bleu1 bleu2 bleu3 bleu4

ResNet152 0.7755 0.6666 0.5803 0.5023

6.2 Results of Attention Based Captioning

For attention based captioning, we have tested the framework proposed in [40] for

soft attention approach. We trained our model with stochastic gradient descent

using Adam algorithm [18]. We compared our results for this approach with [23]

and found that we have significantly better results for bleu1 through bleu4 for
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RSICD and UCM datasets, and a slightly less bleu4 score for Sydney dataset.

Since bleu1, bleu2 and bleu3 scores are much better for Sydney dataset with our

experiment, we can safely say that our implementation of soft attention works

very well overall.

Table 6.4: Results of attention based captioning method for all three datasets.

Dataset bleu1 bleu2 bleu3 bleu4

RSICD 0.6541 0.4794 0.3763 0.3028
UCM 0.8286 0.7512 0.6939 0.6389
Sydney 0.8035 0.6985 0.6210 0.5552

As far as model parameters are concerned, we used an embed size of 512 and

hidden state of LSTM also as 512. Learning rate is initialized as 0.00008 in the

beginning, which decays by 20% if there are 8 consecutive epochs without any

improvements in blue4. The experiment was performed on 3 different RS cap-

tioning datasets, the result of which can be seen in table 6.4. The training was

conducted on NVIDIA T4 GPU which took around one day to train.

6.3 Results of Proposed Method of Combining

Summarized Captions to Image Captions

(CSIC)

In this proposed method for RS image captioning, we use two pre-trained mod-

els, one is ResNet152 CNN model for extracting image features and another for

summarization network to provide summarized captions. We add the outputs

from the summarization model with the output of captioning model at each step.

We train both the summarization model and the captioning model on a common

vocabulary set. We decided on the size of the vocabulary to be 50000. First, we

train the summarization model with the following model parameters: Learning

rate of 0.001, Embed size of 256 and the hidden dimension of 512. It took about

3 to 4 days for training. Then we train our captioning model. For this training,

we initially use a learning rate of 0.00008. We use early stopping with bleu score

for terminating the training. We keep track of the bleu score per epoch, then

terminate the training where the bleu score stops rising after a certain number of

epochs for example in this case we stopped training if there was no improvement

in bleu score for 20 consecutive epochs.
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Table 6.5: Results of proposed method of combining summarized captions to image
captions (CSIC) for all three datasets.

Dataset bleu1 bleu2 bleu3 bleu4

RSICD 0.6327 0.4533 0.3501 0.2774
UCM 0.7949 0.7092 0.6498 0.5923
Sydney 0.7832 0.6865 0.6152 0.5458

We can see some of the outputs from the test set of RSICD dataset in Figures

6.1 to 6.3. The red colour background of the figure represents that the bleu score

is between 0.0 to 0.2, the yellow colour indicates that the bleu score is between

0.2 to 0.6 and the green colour background indicates that the bleu score is be-

tween 0.6 to 1.0. We also do the same, for displaying some of the actual outputs

generated by each of the proposed model.

Figure 6.1 shows the output captions generated for some of the test images of

the RSICD dataset. These examples have bleu scores less than 0.2, but they are

not incorrect captions. In each of these example cases, the predicted captions

are correct although not very similar to the reference captions. Similarly, the

second Figure 6.2 which has example outputs with bleu scores less than 0.6 are

also very accurate. In Figure 6.3, which has examples of output generated by

the model with bleu score more than 0.6 are precise and informative, and highly

correlated with the reference captions. An image can be described in many

ways, and measuring the correctness of these generated captions with BLEU or

any other metric is not sufficient. For this reason, we also perform a manual

evaluation for our proposed approaches. To do this, we manually checked all

the generated captions from the test set and divided them into three categories

following the approaches from [38]. We create three different buckets and each

generated caption per image is assigned to precisely one of them. If the generated

caption is grammatically correct and has most of the objects or contents of the

image described, then we put it to the “Correct” list. If the generated caption

is partially correct, which means, it missed few details of the image, or if the

description has slight grammatical incorrectness, then we put it to “Partially

Correct” list. If the generated sentences are grammatically incorrect or only

captured just a few contents of the image, then we assign it to the “Incorrect”

list. In table 6.6, we present the manual evaluation result for the method of

combining summarized captioning with image captioning. We can see that the

majority of the generated captions are “correct” prediction of the image.
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Table 6.6: Results of manual evaluation for the method of combining summarized
captioning with image captioning for RSICD dataset.

Bucket Percentage

Correct 63.13
Partially Correct 27.17
Incorrect 9.70

Figure 6.1: The example set 1 of the output generated by the approach of com-
bining summarized captions to image captions for some test images from RSICD
dataset.
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Figure 6.2: The example set 2 of the output generated by the approach of com-
bining summarized captions to image captions for some test images from RSICD
dataset.
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Figure 6.3: The example set 3 of the output generated by the approach of com-
bining summarized captions to image captions for some test images from RSICD
dataset.
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6.4 Results of Proposed Summarized Captioning

with KL Divergence (SCKL)

The experimental set up for this model is similar to the neural captioning model,

but with the addition of summarization network. Then the loss is calculated by

using cross-entropy and KL Divergence loss functions. Same parameters were

used for learning rate, embed and hidden dimensions as in the previously pro-

posed method. Like in the previous method, we keep track of bleu score per

epoch and terminate the training process when the bleu score stops improving

after 25 epochs. The training performed on NVIDIA T4 GPU which took around

two days to train. The results from this method is described below can be seen

in table 6.7.

Table 6.7: Results of proposed method of summarized captioning with KL diver-
gence (SCKL) for all three dataset.

Dataset bleu1 bleu2 bleu3 bleu4

RSICD 0.6328 0.4600 0.3576 0.2844
UCM 0.8037 0.7257 0.6717 0.6206
Sydney 0.7798 0.6722 0.5930 0.5216

Some of the generated captions from the test set of RSICD dataset for this

method is given in Figures 6.4 to 6.6. We have the same background colour cod-

ing as mentioned in the previous section.

As we can see in Figure 6.4, the generated sentences with bleu1 score less than

0.2, which are likely to be not so good machine translations, are in fact correct

and meaningful translations. In this case, the model is smart enough to detect

key elements in each of the example images, such as viaducts, dense residential

area, port and pond. Even though they are not very similar to the ground truth

references, still they are meaningful and capture correct information from the

images.

The manual evaluation for this method is shown in table 6.8. We can see that,

majority of the captions are correctly predicted and the number of completely

incorrect captions are less. So, we can say that the model performs well for most

of the cases.
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Table 6.8: Results of manual evaluation for the proposed method of summarized
captioning with KL divergence for RSICD dataset

Bucket Percentage

Correct 63.04
Partially Correct 28.64
Incorrect 8.32

Figure 6.4: The example set 1 of output generated by the approach of summarized
captioning with KL divergence for some of the test images from RSICD dataset.
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Figure 6.5: The example set 2 of output generated by the approach of summarized
captioning with KL divergence for some of the test images from RSICD dataset.
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Figure 6.6: The example set 3 of output generated by the approach of summarized
captioning with KL divergence for some of the test images from RSICD dataset.
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6.5 Results of Proposed Summarized Captioning

with Attention and KL Divergence (SCAttKL)

In this method, we use a soft attention based captioning approach along with

summarized captioning to train our model. Model parameters used are 0.00008

learning rate which is decreased by 20% if there are no improvements after 10

epochs. The hidden and embed dimensions are initialized to 512 each, and the

size of the vocabulary used for both pre-training of the summarization model and

the captioning decoder is set to 50000. Similar experimental setup with an in-

creased vocabulary was also performed, but no significant changes were observed,

and the training took much longer which is why we decided to use a vocabulary

size of 50000. The training was performed on NVIDIA T4 GPU which took

around 2.5 days to train. The results from this method is described below:

Table 6.9: Results of proposed method of summarized captioning with attention
and KL divergence for all three datasets

Dataset bleu1 bleu2 bleu3 bleu4

RSICD 0.6512 0.4732 0.3669 0.2916
UCM 0.8160 0.7408 0.6882 0.6374
Sydney 0.7780 0.6821 0.6031 0.5324

In table 6.10, we can see the results from the manual evaluation of summarized

captioning with attention and KL divergence approach for RSICD dataset. We

can see that 67.26% of the images have “correct” captions. This shows that this

proposed model works very well and the captions generated for the images, de-

scribes them correctly. Secondly, the number of “Partially Correct” captions are

24.06% which is still more than “Incorrect” captions. This means, over all the

model has very good performance when judged from a human point of view.

Table 6.10: Results of summarized captioning with attention and KL divergence
for RSICD dataset

Bucket Percentage

Correct 67.26
Partially Correct 24.06
Incorrect 8.68

Some of the generated captions from this method can be seen in Figures 6.7 to
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6.9. As mentioned in the previous sections, the red background indicates image

captions which has bleu1 score less than 0.2, the yellow background indicates

captions with bleu1 score between 0.2 and 0.6. The green background indicates

examples with bleu1 score more than 0.6.

Figure 6.7: The example set 1 of output generated by the approach of summarized
captioning with attention and KL divergence for some of the test images from
RSICD dataset.
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Figure 6.8: The example set 2 of output generated by the approach of summarized
captioning with attention and KL divergence for some of the test images from
RSICD dataset.

Master Thesis, TU Berlin, 2019 50



Chapter 6. Experimental Results

Figure 6.9: The example set 3 of output generated by the approach of summarized
captioning with attention and KL divergence for some of the test images from
RSICD dataset.
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6.6 Comparison among the Proposed Methods

Table 6.11: Combined result of all the proposed methods for all three dataset

Dataset bleu1 bleu2 bleu3 bleu4

CSIC RSICD 0.6327 0.4533 0.3501 0.2774
SCKL RSICD 0.6328 0.4600 0.3576 0.2844
SCAttKL RSICD 0.6512 0.4732 0.3669 0.2816

CSIC UCM 0.7949 0.7092 0.6498 0.5923
SCKL UCM 0.8037 0.7257 0.6717 0.6206
SCAttKL UCM 0.8160 0.7408 0.6882 0.6374

CSIC Sydney 0.7832 0.6865 0.6152 0.5458
SCKL Sydney 0.7798 0.6722 0.5930 0.5216
SCAttKL Sydney 0.7780 0.6821 0.6031 0.5324

In table 6.9 we have combined results of all the proposed experiments for all

the three datasets. We can see that for RSICD and UCM dataset, the proposed

method of Summarized captioning with KL divergence with attention has the

best result. For RSICD the bleu4 score is better for the method of Summarized

captioning with KL divergence without attention, but it is not significant and

almost same as the method of Summarized captioning with KL divergence with

attention.

Although, for Sydney dataset, we have better bleu scores from the method of

combining summarized outputs to image captions. This is because the Sydney

dataset is comparatively smaller than the other two datasets. Smaller datasets

are not very efficient for training deep neural networks as they don’t generalize

easily. So the simpler model provides better results than the more complex ones.

Figure 6.10: Result of manual evaluation for the method of combining summarized
captioning with image captioning for RSICD dataset.
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Figure 6.11: Result of manual evaluation for the method of summarized captioning
with KL divergence for RSICD dataset.

Figure 6.12: Result of manual evaluation for the method of summarized captioning
with attention and KL divergence for RSICD dataset.

In Figure 6.10, 6.11 and 6.12 we can see the results of the manual evaluation

in form of pie charts. We see that majority of captions in all of the proposed ap-

proaches are correctly described by the respective models, which is more than 60%

of correct predictions for all three proposed method. The method of “summa-

rized captioning with attention and KL divergence” has most correct predictions,

which is more than 67% It is also interesting to note that the number of incorrect

captions are less than 10% for all the proposed models. This ensures that all the

proposed models are very reliable and can be used for captioning images in large

data archives.
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7 Conclusion and Discussion

In this thesis we introduces 3 novel remote sensing image captioning techniques

for high resolution remote sensing images. All our proposed methods uses a sum-

marization model in addition to the captioning framework which helps generate

the captions for RS images in a concised and generalized way. All the proposed

methods uses deep learning techniques.

In the proposed method of combining summarized captions with images cap-

tions we use a ResNet152 pre-trained model for image encoding and an LSTM

based network for modeling caption generation. We then use a pre-trained sum-

marization model trainined on Gigaword dataset to generate a summarized cap-

tion from the 5 ground truth captions per image. Finally we combine the output

from the decoder of the captioning LSTM and the output from the decoder of

summarization LSTM which both produces a probability score vector of all the

resulting words in the generated caption. We use this combined score vector to

calculate the training loss in order for our model to give consideration towards

the summarized captions along with the ground truth captions.

In the second proposed method, also use a ResNet152 pre-trained model as the

encoder of captioning framework and LSTM as decoder. In this model also we

use a pre-trained summarization network, but instead of combining the output

score vectors of the captioning and the summarization models, we try to mini-

mize the distance between the 2 generated distributions with KL divergence loss.

We the add this to the CrossEntropyLoss which minimizes the log likelihood of

the prediction of correct word with respect to the gound truth.

In the third proposed method uses a soft attention mechanism to give more

focus on parts of the image and language encoding which the model thinks is

important. This is done by generating a weighted matrix which is computed

by an attention network. First the encoder generates image encodings, which

is then transformed to the initial hidden and cell state in order to map them

to the LSTM(decoder). In the decoder, at each step, the image encodings and

the previous hidden states are used to generate weights for each pixel from the
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Attention network. The decoder tries to generate the next word, after seeing the

previously generated word and the weighted average of the encodings. We also

have a pre-trained summarization model in which the decoder of the model tries

to generate summarized caption from 5 combined captions one after the other.

The loss calculation in this case, includes a CrossEntropyLoss, a doubly stochas-

tic regularization and a KL divergence loss to minimize the distance between the

generated captions and the summarized captions.

Experiments were performed on 3 different RS image captioning dataset shows

that the models are have better performance in comparison to the state of art RS

image captioning methods. Our manual evaluation shows that the generated cap-

tions, in majority of the cases are very precise and accurate without any errors.

The purpose of adding a summarization network in our proposed approaches

was deal with some of the drawbacks of the dataset. The datasets consists of

5 captions per image but in majority of the cases all the 5 caption were same,

which could lead to overfitting of the model. We didn’t want to create another

dataset by removing such repetitions, which is why we added the summarization

network to overcome this problem. The implementation of attention mechanism

along with a much bigger vocabulary also ensures more reliable outcome in case

a our model receives images which are not similar to our training examples. By

doing so, we enrich our model to be more generic. This means that, even being

a supervised model our model doesn’t suffer from bad result in case of new data.

The results of our proposed models were evaluated using BLEU evaluation

metric and also using a manual evaluation method. The results of the previous

existing methods and our proposed methods are almost similar but we are using

much bigger vocabulary than that of the original datasets which the existing au-

tomatic evaluation metrics is unable to capture. Also, the BLEU scores of our

proposed models are significantly better than the results from the papers “Ex-

ploring Models and Data for Remote Sensing Image Caption Generation” [23]

and “Semantic Descriptions of High-Resolution Remote Sensing Images” [38].

Although, the results of the paper “Description Generation for Remote Sensing

Images Using Attribute Attention Mechanism” [45] are better than our results.

For this reason we performed a manual evaluation by counting the number of cor-

rect, partially correct and incorrect captions. We see that in all of the proposed

methods, majority of the images are predicted with correct captions. For all the

proposed methods, the number of correct predictions are more than 60%. Even

the partially incorrect captions capture some information about the image if not

all. This makes our proposed model reliable for captioning remote sensing images.
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In future we would like to create a test dataset with a manually annotated

summarized caption, which could be used to compare the results of the existing

and the proposed methods using automatic evaluation metrics. This would also

help us see the affect of summarized caption with respect to normal captioning

approaches and how well each method generalizes.

This work could help annotating big data archives with captions which would

be very useful in analyzing it in a much faster way. This is also applicable for

natural image captioning, in order to generate a summarized caption.
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